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1 Success of SSDG depends on maximizing diversity of training data.
= Data Augmentation is one of the main sources of diversity!

 But what augmentation method should we choose? Test domains are
unknown! Standard data augmentations only help on some
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